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Abstract 

The task of Query-focused Summarization (QFS) consists of producing a summary of a 

documents cluster that answers a specific query.  As in generic summarization (GS), QFS 

must select content which is central and non-redundant, but in contrast, QFS must also be 

responsive to the query.  Despite this dissimilarity, it has been observed that algorithms for 

QFS and GS obtain very similar results.  We investigate this surprising fact. 

We compare the DUC 2005 dataset with a new dataset, the Query Chain Focused 

Summarization (QCFS) dataset where document clusters are still centered around a main 

topic, but contain more variation than in DUC 2005.  We compare the behavior of 

representative baseline sentence extraction summarization algorithms on these 2 datasets.  

We model QFS as a 2-stage process: retrieve content most relevant to the query from the 

document cluster; and extract a concise non-redundant subset of central sentences from the 

relevant content.  We compare different retrieval models and find that the quality of the 

retrieval model dominates: given a strong passage retrieval method, QFS is improved; but if 

the input document cluster is varied enough, baseline summarization algorithms do not 

succeed in jointly retrieving relevant content and summarizing it.  The importance of the 

retrieval component was hidden in previous research because standard datasets were 

massively relevant to queries.  We find that a combination of a strong relevance-based passage 

retrieval model combined with a simple KLSum summarization component produces strong 

QFS results. 
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