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Natural language traffic in social media enjoys vast monitoring and analysis efforts. However, the
question whether computer systems can generate such content has been only sparsely attended to. This
paper presents an end-to-end architecture for generating subjective responses to online articles. We aim
to generate responses that promote specific users’ agendas, ones that may be different than the opinion
reflected in the article. Our generation system integrates users’ agendas, documents’ topics, sentiment
analysis and a knowledge graph, alongside a template-based surface realizer. We present a novel empir-
ical evaluation method for quantifying the human-likeness and relevance of the generated responses in
a ground-sourced, Turing test-like setting. We empirically show that including world knowledge in the
input increases the generated responses’ human-likeness, while not affecting perceived relevance.1

Motivation and Background
As many of our day-to-day activities move online (Viswanath et al., 2009), the importance of social me-
dia interactions to businesses (Qualman, 2012; Haenlein and Kaplan, 2009) and governments (Howard
et al., 2011; Lamer, 2012) vastly increases. Therefore, natural language traffic in social media (blogs,
microblogs, talkbacks) now enjoys vast monitoring and analysis efforts in such organizations. The in-
creased importance of online communication has also led to many research advances that pertain to the
analysis of social-media interactions: subjectivity and sentiment analysis (Davidov et al., 2010), opin-
ion mining (Mishne, 2006), affectiveness of online texts (Danescu-Niculescu-Mizil et al., 2009) and
many more. In contrast to research on such analysis efforts, the question whether computer systems can
generate online content to effectively interact with humans has been only sparsely attended to.2

Research Question
Can a computer generate a fluent, relevant, and human-like response which effectively engages readers
and clearly serves the responder’s communicative goal? The present paper addresses this problem of
generating novel, subjective, responses to online opinionated articles on behalf of an interested agent. We
propose a formal model, an end-to-end implemented architecture, and an empirical evaluation method
for a system that generates such responses. The generation process takes into account the user’s agenda,
the document’s topics, sentiment status and, optionally, a knowledge graph. In addressing the question
how such responses may be faithfully evaluated, we develop a Turing test-like method for quantifying
the human-likeness and relevance of computer-generated responses in online settings.

The Solution
In social media, natural language utterances are often employed as a communicative device serving
a communicative goal, such as promoting the user’s disposition towards some topic. To define this
communicative goal, we define a user agenda as a set of topics associated with the user’s sentiment. A
triggering event for generating an utterance that serves such goal may be a new online document which
conveys an authors sentiment toward some topics. When the agenda and the document content overlap,
a response generation is triggered by our system.

1This work is now published as Cagan et al. (2014)
2The only study we are aware of is Ritter et al. (2011), which uses a machine translation engine to generate responses to

tweets. This work differs from our own in that it does not generate novel subjective responses, but rather, provides one-size-
fits-all mechanism.



Formally, assuming that A is a set of agendas, D a set of documents and S a set of valid English
sentences, we wish to implement the following: fresponse : D ×A→ S, where S is an English sentence
expressing the responder’s beliefs or sentiments towards the document topics, and relative to that of the
author. To implement this function we define a composite process containing two phases: (a) an analysis
phase p : D → C, and (b) a generation phase g : C ×A→ S.

The goal of p is to extract the document’s topic(s) and related sentiments (henceforth, a content ele-
ment) and yield a set of content elements represented as c ∈ C). The generation phase takes as input
the content elements extracted from the document as well as the content elements defined in the user’s
agenda and generates a response based on their intersection. The implementation of p relies on a trained
topic model (Papadimitriou et al., 1998; Hofmann, 1999; Blei et al., 2003) with an associated sentiment
value, sentimentt ∈ [−n..n], defined for each document or user agenda. The implementation of g
employs a template-based generation approach, as in Reiter and Dale (1997), Van Deemter et al. (2005).

The design of our template reflects the three Gricean maxims of communication (Grice, 1967): quan-
tity (responses are brief and concise), relation (responses directly address the documents content) and
quality (responses express responders beliefs, sentiments, or dispositions towards the topic(s)). We en-
force these maxims through the templates’ design: the responses length and density is controlled by the
number substitution slots in the templates (quantity), templates directly incorporate user/document top-
ics and sentiments,(relation). and users opinions, perceived as their respective truth, define the responses
relation to the document content (quality).

Empirical Evaluation
Based on our architecture, we implemented and tested two systems. A baseline system as defined above,
and an additional variant that also includes a knowledge-base that can be used to expand the response
with a sentence on topics related to that of the document. Due to the large space of output possibilities
there is no gold standard or ground-truth to compare our generated responses to, and we resort to human
evaluation akin to the well-known Turing test (Turing, 1950). In our evaluation, we ask human partici-
pants to evaluate our system output as well as real human responses for the same articles snippets. We
conducted two online surveys (using Amazon Mechanical Turk - www.mturk.com) in which we asked
the participants to rate the human-likeness and relevance of the human and computer responses. In all
cases, we considered online articles on mobile devices, and simulated responses for a range of possible
users agendas. Some response are generated with the addition of a knowledge-base, and others without.

Results
Our generated responses achieve a computer-likeness rating higher than that of human responses (4.32
rating for the system and 3.33 for human responses), indicating that our ultimate goal is yet to be reached.
In terms of relevance, our response scored 4.52 while human responses was at 4.85, indicating that
in terms of relevance, our generated responses is roughly at the same level as human responses. We
additionally investigated, using regression analysis, what factors makes responses more human-like. Our
results show that responses generated using world knowledge are regarded as more human-like than
those that rely on topic, sentiment and agenda only – whereas the use of world knowledge does not affect
perceived relevance. We also identified a learning effect of participants, getting better at identifying the
computer responses over time, which we attribute to the repetitiveness in the use of our various templates.

Conclusion and Future Work
Our evaluation exposed several strength and weaknesses of the models, which we aim to further inves-
tigate and improve on in future work. Firstly, we aim to use our empirical evaluation method to study
online responses more comprehensively, towards identifying common linguistic characteristics. We then
plan to use these linguistic characteristics for devising a more general grammar-based generation engine
replacing our templates, combatting the learning effect by adding more variance. On a different note,
we plan to explore the use of a wide-scale knowledge base, such as Freebase (Bollacker et al., 2008) in
order to expand our output domain and make responses more human-like, more diverse, and ultimately
also more interesting.
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