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ABSTRACT
Query term weighting is a fundamental task in informa-
tion retrieval and most popular term weighting schemes are
primarily based on statistical analysis of term occurrences
within the document collection. In this work we study how
term weighting may benefit from syntactic analysis of the
corpus. Focusing on Community-based Question Answering
(CQA) sites, we take into account the syntactic function of
the terms within CQA texts as an important factor affect-
ing their relative importance for retrieval. We analyze a
large log of web queries that landed on Yahoo Answers site,
showing a strong deviation between the tendencies of differ-
ent document words to appear in a landing (click-through)
query given their syntactic function. To this end, we propose
a novel term weighting method that makes use of the syn-
tactic information available for each query term occurrence
in the document, on top of term occurrence statistics. The
relative importance of each feature is learned via a learning
to rank algorithm that utilizes a click-through query log. We
examine the new weighting scheme using manual evaluation
based on editorial data and using automatic evaluation over
the query log. Our experimental results show consistent im-
provement in retrieval when syntactic information is taken
into account.

Categories and Subject Descriptors: H.3.3 [Information Search
and Retrieval]: Retrieval models

General Terms: Algorithms, Experimentation

Keywords: Term weighting; Part-of-speech tagging; Dependency

parsing; Community question answering; Learning to Rank

1. INTRODUCTION
Query term weighting is a fundamental task for informa-

tion retrieval (IR), and an abundance of weighting schemes
have been proposed and studied during the years [33, 32, 21,
2]. The common belief in the IR community is that statisti-
cal analysis, mostly based on term counts, is satisfactory for
providing highly effective query term weighting for retrieval.
Indeed, popular weighting schemes such as tf-idf [33], BM25
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[32], statistical language models [21], divergence from ran-
domness [2], and many others, are all primarily based on
statistical analysis of term occurrences within the text.

While many attempts have been made in the past to
enrich statistical methods for term weighting with linguis-
tic analysis methods [1, 6, 22, 26, 30], standard Natural
Language Processing (NLP) methods such as morphological
analysis, part-of-speech tagging, dependency parsing, etc.,
failed to show significant improvement over shallow meth-
ods such as stop-wording, stemming, and word proximity
analysis. It has therefore become widely accepted in the IR
community that the impact of linguistic methods on term
weighting is marginal, and that ROI of linguistic analysis,
i.e. the expected contribution to retrieval, if any, compared
to the computational cost, is not justifiable [35, 36, 4].

We hypothesize that the low impact of NLP-based term
weighting methods for retrieval could be attributed to the
short queries that most IR systems deal with, especially on
the Web. For such queries, the appearance of the query
terms in the document is a strong enough indication to its
relevancy to the query. However, long queries can poten-
tially benefit from linguistic analysis as the syntactic roles
of the query terms, and their inter-relations, affect their rel-
ative contribution to relevance estimation.

As a test-case, in this paper we analyze a vertical search
scenario where the search engine issues the query against
several verticals in addition to searching over the Web [3].
We focus on a Community-based Question Answering (CQA)
vertical which searches over CQA collections such as Yahoo
Answers , Quora and Baidu Zhidao. We focus on this type of
search, since typical Web queries submitted to the CQA ver-
tical are longer and contain more content than general Web
queries, and are therefore likely benefit from syntactic anal-
ysis of the documents (see Fig. 2 for query length analysis of
CQA based Web queries). We emphasize that these queries,
even longer, are still typical (telegraphic) Web queries, in
contrast to natural language questions that are submitted
directly to a CQA site which have an explicit intent to be
answered by humans.

Take for example the Web query “color or paint brush”,
in relationship to the CQA texts t1=“I would like to brush
the color through my hair”, t2=“What is the color of this
brush?”, and t3=“Where can I find a color brush?”. In terms
of bag of words, and even when considering word proxim-
ity, there is no strong preference to either of the texts. Yet,
The part-of-speech of the query term ‘brush’ in t1 is Verb,
whereas in t2 and t3 it is Noun. Furthermore, in t2, ‘color ’
functions as a subject, while in t3 as a modifier in a noun



compound. If we would know that nouns are better indi-
cators for relevancy than verbs, and modifying nouns are
better than sentence subjects, then we should point at t3 as
more relevant to the query than t1 or t2.

To test our hypothesis, we suggest to apply part-of-speech
tagging and dependency parsing to candidate CQA docu-
ments, and to include the part-of-speech categories and syn-
tactic roles of query terms appearing in the text as factors
affecting the relative importance of documents for retrieval.
We note that part-of-speech tagging and dependency pars-
ing has already been used for IR tasks [1, 18, 13, 6, 26, 22,
30, 31, 41, 29]. Yet, these approaches parse the query,
and are therefore limited to natural language queries, for
which syntactic analysis of the query is feasible and reliable.
In contrast, our model is based only on document content
analysis and therefore can be applied to any query. More-
over, to the best of our knowledge, our work is the first
one to utilize syntactic analysis of the document content for
query term weighting.

To this end, we analyze a large dataset of Web queries
that resulted in a click on a Yahoo Answers document.
By parts-of-speech tagging and by syntactically parsing the
title of each clicked document, we notice significant, and
sometimes surprising differences in the probability of a title
term to appear in a landing (click-through) query given the
term’s part-of-speech tag, and similarly given its syntactic
role in a dependency parse tree.

Following our findings, we propose a novel term weighting
method that makes use of the syntactic information avail-
able for each query term occurrence in the document, on
top of term occurrence statistics. Specifically, we weigh in
the relative importance of the part-of-speech tag and the
syntactic role of all occurrences of the matched query terms
in the document, effectively summing a syntactic weight for
the matched terms. These syntactic ranking features are
incorporated into the final ranking score of the document,
which also includes a rich set of frequency-based scoring fea-
tures. The relative importance of each feature is learned via
a learning to rank algorithm (LTR) that utilizes a click-
through query log.

We evaluated the contribution of our syntactic term weight-
ing features for retrieval under two settings: a) large-scale
automatic evaluation over a click-through query log; b) man-
ual evaluation of the top retrieved documents for a set of
tested queries. We compared our approach to a state-of-
the-art LTR model that utilizes only frequency-based term
weighting features. Both evaluations show a significant im-
provement in document ranking when syntactic information
is incorporated, demonstrating the potential of our weight-
ing scheme for retrieval.

2. RELATED WORK

2.1 IR for CQA
Significant research efforts have been conducted over the

years in attempt to improve information retrieval over CQA
sites [19, 16, 40, 9, 41, 38]. Most of these works focus
on finding similar archived questions for input natural lan-
guage questions. Jeon et al. [19] and Xue et al. [40] incor-
porated a translation-based retrieval model to find seman-
tically similar questions to the user input question, with
the goal of overcoming the lexical gap and the vocabulary
mismatch between question variations and between ques-

tions and answers. Cao et al. [9] proposed a category-based
framework that exploits the category meta data within Q&A
pages. Duan et al. [16] identified the question topics and
the question focus of an input question, following shallow
parsing. They showed how to incorporate them into the
language model used for retrieval. Cai et al. [8] incorpo-
rate latent topic similarity as a complementary frequency-
based approach to word-based translation language models.
Wang et al. [37] use a tree kernel to measure the similarity
between the syntactic parse trees of the input question and
a candidate retrieved question. Zhang et al. [41] proposed a
term re-weighting scheme which assumes that strongly de-
pendent terms in the queried question should be assigned
with similar weights.

In contrast to the work described above that assume natu-
ral language questions as input, our work deals with queries
issued in Web search engines. Such queries are typically
shorter, keyword based, and lack a well formed syntactic
structure [24]. Additionally, most of these works focused on
statistical-based term weighting methods, while we apply
syntactic analysis for term weighting, on top of statistical-
based features.

Only few papers address searching CQA archives with
Web queries. Wu et al. [38] target short Web queries, of
length 3 or shorter, which are rather underspecified. The
authors identify the query intent from several sources such
as the question description (the body field), query log, and
search results and incorporate it in retrieval. Still, [38]
points out that short queries are not the majority of queries
landing on CQA sites, in agreement with our analysis shown
in Fig. 2. Since syntactic analysis mostly help long queries
(see Section 7.1.2), our work complements this approach.
Liu et al. [23] utilized several statistical-based query/question
matching features as part of their searcher satisfaction classi-
fication approach (including BM25, TFIDF and LM). These
features are included in our baseline model (see Section 5.1.1),
and we propose to complement them with syntactic-based
features.

2.2 Syntactic Analysis for IR
Another direction that is relevant to our work is the at-

tempt to improve information retrieval using NLP techniques
[35, 36, 1, 18, 6, 22, 26, 30, 31]. Out of this large body of
works, we present those that employ the syntactic analysis
of queries and documents that are most relevant to our work.

Allan and Ragahavan [1] applied part-of-speech (POS)
tagging for query disambiguation. By extracting common
patterns of POS tags, and by identifying patterns that are
frequently found around the query terms in the corpus, they
were able to propose meaningful natural language questions
for query disambiguation. Shah and Croft [34] used parts-
of-speech to assist in identifying the focus of the query.
Barr et al. [6] investigated the applicability of parts-of-
speech to typical Web queries. They showed that proper
nouns and common nouns together constitute over 70% of
the query terms, and that the majority of queries are noun-
phrases. They showed that matching the POS tag of a word
in the query with the POS tag of the same word in the doc-
ument is a significant feature in a LTR framework, though
overall no statistically significant increase in retrieval per-
formance was shown.

Some works captured long-distance dependencies between
query terms using dependency parsing, in contrast to tradi-



tional proximity features, which are typically defined based
on term co-occurrence in a fixed window size [28]. Gao et al.
[18] proposed a dependence language model in which term
dependencies are generated based upon the linkage struc-
ture of the query and the document. The query is gener-
ated from the document dependency language model in two
stages: the linkage is generated first, and then each term is
generated in turn depending on other previously generated
terms according to the linkage.

Several attempts applied query syntactic parsing for query
term re-weighting. Lee et al. [22] weighted query terms
by detecting long-distance dependencies using a linguistic
parser. POS tags and term dependencies features were in-
tegrated into a regression model used for query term re-
weighting. Lu et al. [26] derived semantic features of the
query using part-of-speech tagging and named-entity recog-
nition. These features were integrated with many other sig-
nals to construct a ranking function using LTR techniques.
Results showed that syntactic features improve performance
particularly for long queries. Park and Croft [30] selected
the most important terms in a verbose query using syntactic
features extracted from the query’s dependency parsing tree.
Term weights were determined by taking into account gram-
matical relationships between the query terms, in addition
to traditional statistical based term features. Park et al. [31]
align the syntactic parsed trees of the query and the content
via matches between different types of syntactic relations in
the document and the query.

Dependency parsing and parse tree matching have been
widely used for passage retrieval for question answering [13,
29]. Cui et al. [13] proposed to measure the degree of over-
lap between dependency relations in candidate passages with
their corresponding relations in the input question. Syntac-
tic analysis of the question and passages was also employed
by the IBM DeepQA project in order to validate candidate
answers [29]. The degree of the match between the syntactic
graph of the modified input question and the syntactic graph
of the passage constitutes the candidate retrieval score.

All of the algorithms and models described above syn-
tactically analyze the query for term re-weighting, term de-
pendency detection, and parse tree matching. General Web
query parsing is still an open challenge, and as far as we
know, there are no existing mature parsers for this task.
This is probably one of the reasons that only few works
tackle the challenge of syntactic parsing of general Web
queries [26, 6]. We suggest to circumvent this challenge by
re-weighting terms based on parsing the content rather than
the query. Therefore, our model does not suffer from the
lack of appropriate query parsing tools and can be applied
to any query type.

3. YAHOO ANSWERS
In this paper we perform our analysis and experiments

on a document collection taken from Yahoo Answers . We
chose Yahoo Answers since it is the largest and most pop-
ular CQA web-site to date, containing hundreds of millions
of questions about diverse topics, such as sports, healthcare,
entertainment, politics, science and many others. In Yahoo
Answers , askers post questions that consist of a title, a short
summary of the question, and a body, containing a detailed
description of the question and even additional details. Dur-
ing a four day period, the question can be answered by other
Yahoo Answers users. During this period, the asker may

Figure 1: POS tagging and dependency parse tree
for the question “Where do I buy fresh almonds?”.
The upper label of each token is its POS tag and
the lower label is its syntactic role.

choose a best answer, but if they do not, the task of selecting
a best answer is delegated to the community for an indefi-
nite time. Once a best answer is chosen, the question is said
to be “resolved.” Finally, any question that is not answered
at all within four days is removed from the site.

Each Yahoo Answers question page contains the text of
the question being asked, including the title and the body
of the question. It also includes all the answers provided
for this question, and if a best answer was chosen for the
question, it is appropriately highlighted in the page. Given
a query issued by a searcher, search-engines expose mainly
the question’s title on the search result page. Therefore
the relevancy of the title to the query is one of the main
reasons for a user to click on a specific Yahoo Answers link.
Following this reasoning, we chose to focus on the analysis
and modeling of the grammatical structure of only the title
of a Yahoo Answers question, leaving the body and answer
syntactic analysis for future work.

The dataset used for this study contains 54 million ques-
tion pages of Yahoo Answers and 500, 000 Web queries, each
one landed on one of these pages. We use this dataset for
analyzing the relative importance of different syntactic in-
formation for term weighting, and for learning our novel
ranking model.

4. SYNTACTIC BEHAVIOR ANALYSIS
We next study whether query terms correspond more to

specific part-of-speech tags and dependency relations. If
such behavior does occur, it is a good indication that a term
weighting scheme may benefit from incorporating the syn-
tactic information of a term within the final term weight.

To this end, we analyzed the 500, 000 queries in our dataset
and the documents they landed on, viewed as {query, clicked-
question} pairs. We syntactically analyzed the title of each
clicked question in the dataset using the Stanford Parser1

[20, 14] under the “all typed dependencies” setting. From
this analysis we extracted for each token in the title its part-
of-speech tag and its syntactic role – the dependency relation
in which this term is the child. In addition, each query was
tokenized using the Stanford tokenizer, in order to have a
consistent tokenization between each paired query and ques-
tion. We finally lower cased all texts, but did not apply any
additional transformation (e.g. stemming). Especially, we
emphasize that the queries themselves were not POS-tagged
or parsed.

1http://nlp.stanford.edu/software/lex-parser.shtml



part of speech Pr(in title) Pr(in query | in title)

proper noun, singular 0.412 0.490
noun, singular 0.780 0.469
adjective 0.500 0.435
noun, plural 0.389 0.413
verb, base 0.552 0.366
number 0.124 0.354
verb, participial 0.104 0.346
verb, gerund 0.143 0.330
verb, 3rd-person present 0.342 0.300
preposition 0.579 0.298
verb, past 0.109 0.291
determiner 0.510 0.278
pronoun 0.392 0.270
verb, present 0.351 0.266
adverb 0.246 0.258
modal 0.189 0.224
coordinating conjunct 0.194 0.172

Table 1: POS tag statistics in 500,000 {query,
clicked-question} pairs

As an example for this process, consider the query “fresh
almonds cheap” that landed on the Yahoo Answers ques-
tion page with the question title “Where do I buy fresh al-
monds?”. The POS tags and dependency parse tree for this
question title are shown in Fig. 1. The token ‘fresh’ in the
title, for which a matched token was found in the query, is
tagged with the POS tag adjective and has the syntactic
role adjectival modifier. In a similar manner, token ‘al-
monds’ was tagged with plural noun and has the syntactic
role direct object.

For our analysis, we inspected title terms that appeared
in the corresponding query. We then looked for differences
in occurrence statistics between such title terms, e.g. ‘fresh’
and ‘almonds’, compared to title terms that did not appear
in the corresponding query, e.g. ‘buy ’. Query terms that
do not appear in the title, such as ‘cheap’, are ignored in
this analysis. The next subsections depict our findings for
part-of-speech tags and syntactic roles.

4.1 Part-Of-Speech Analysis
For each of the possible 42 part-of-speech tags [27] we col-

lected all the titles in which at least one word is tagged with
the target POS tag. We report the percentage of such titles
in our datasets, denoted by Pr(in title). Next we counted,
for each collected title, the proportion of tokens that are
tagged by the target POS tag and also appear in the cor-
responding query, out of all the tokens with this tag. We
report this proportion averaged across all of the collected
titles, denoted by Pr(in query|in title). This statistics cor-
responds to the empirical probability of a word that appears
in a specific tag in the title to also appear in a clickthrough
query. The two statistics per POS tag are shown in Table 1.
For easier reading, we only show the results for frequent POS
tags, which appear in at least 10% of the titles.

From the table we see that noun classes, especially proper
names, are very likely to appear in the query when they
appear in the title. This should come as no surprise, since
nouns often refer to entities, which are the focus of many
queries. In opposition, grammatical classes that only serve
for syntactic soundness of proper sentences, and thus serve
little purpose in conveying content, are likely to be lost in
the correspondence. These include determiners (‘a’, ‘the’,
etc.), modal verbs (‘can’, ‘would ’), conjuncts (‘and ’, ‘or ’)

syntactic role Pr(in title) Pr(in query | in title)

noun as modifier 0.463 0.517
adjective as modifier 0.411 0.444
direct object 0.516 0.444
object of preposition 0.545 0.432
noun as subject 0.790 0.369
sentence root 0.998 0.368
conjunct 0.184 0.335
parataxis 0.014 0.224
discourse 0.008 0.157

Table 2: Syntactic role statistics in 500,000 {query,
clicked-question} pairs.

and pronouns (‘I ’, ‘you’). These findings reinforce the gen-
eral practice of treating such words as search-engine stop-
words, removing them from incoming queries.

Another finding is the differences between different forms
of verbs. While the base form (e.g. ‘rest ’) is preserved at
roughly baseline proportions (0.366 vs. 0.363), other verb
forms such as past (‘rested ’) or 3rd person singular (‘rests’)
are substantially less likely to appear in the correspond-
ing query (0.300, 0.266 respectively). While our analysis
does not include stemming, and therefore may miss token
matches between different verb forms in the title and the
query, we think that this result points at a common use of
base verb form in conveying required actions in queries, such
as “can I find...”, “where to buy...”. This behavior is echoed
to some extent in the more verbose question writing. On
the other hand, other verb forms are used more for describ-
ing events and personal experience, which are related to the
context of the question, but not directly to the information
asked for, e.g. in “I was sleeping when...” or “I worked hard
to...”. Therefore they do not appear in queries, in which
such descriptive context is removed for the sake of brevity.

4.2 Dependency Parsing Analysis
Similarly to the statistics collected for the various part-

of-speech tags, for each of the 48 possible syntactic roles we
collected all the titles in our dataset that contain at least
one token that is annotated with the target syntactic role.
We then measure the same statistics that are described in
Section 4.1, namely Pr(in title) (the percentage of such ti-
tles in the dataset) and Pr(in query|in title) (the chances
of seeing a token annotated with the target syntactic role
also in a corresponding clickthrough query). For the sake
of clarity, we present these statistics in Table 2 only for the
more interesting syntactic roles in our dataset.

It is no surprise that syntactic roles that are related to
noun tokens have higher probability to appear in a corre-
sponding query than syntactic roles associated with other
parts of speech, as a corollary of the previous subsection’s
results. Yet, the statistics in Table 2 draw a clear distinction
between various noun-related syntactic roles (all these dif-
ferences are statistically significant with p<0.0001). Specifi-
cally, to our surprise, nouns have more chances of appearing
in the corresponding query when they act as modifiers to
other nouns, such as the word ‘science’ in ‘a science book ’,
rather than as any other syntactic role, including senten-
tial subject and direct object, which are the more common
syntactic roles.

Interestingly, the inclusion of modifiers in queries is not
unique to nouns. The other type of noun modifiers – adjec-
tives (as ‘red ’ is in “a red book”) – is the second most likely



modifier head noun

Gatwick Airport
radiator question

transmission problems
Yahoo password

Table 3: Examples of noun phrase parts in question
titles where the head noun did not appear in the
corresponding query

type of tokens to be seen in a corresponding query. These
findings are not trivial, as it might have been expected that
the three core elements of the sentence, the subject, main
predicate (“root”) and direct object, would be those that are
intended most by queries. After examining a sample of the
data, the reason can be stated with confidence: when a noun
phrase is constructed, many times the main noun describes
a rather general category, while the modifier specifies a type.
In addition, many times the modifier already captures the
semantics of the category, as in ‘Gatwick Airport ’. When
constructing a short Web query, the searcher would add first
the terms that most accurately capture his/her information
need, therefore choosing modifiers over head nouns. The
sample in Table 3 exemplifies which of the parts is more
crucial to the searcher.

In Table 2 we also present some low-probability syntactic
roles: the parenthetical elements marked by the parser as
parataxis (“Where can I find, my brother asks, the best
pizza in Chicago?”) and discourse (“Was that a great game
or what, eh?”). These are parts of the sentence we would
most likely not associate with the query, even though the
tokens within them may be considered important according
to standard statistical features such as inverse document fre-
quency.

Finally, we so far discussed only different types of incom-
ing dependency edges, that is edges in which the target token
is the child. These types, normally only one per token, rep-
resent the syntactic role of the token in the sentence. For
completeness, we conducted a similar analysis for outgoing
edges which are not known to have any intrinsic syntactic
merit. Indeed, our analysis, omitted here, showed no inter-
esting results.

The analysis conducted in this section showed encouraging
signals that the searcher’s choice of words in a submitted
query is also derived from the grammatical information each
word is expected to carry in relevant documents, at least as
a proxy to their expected semantic role in such documents.
We next propose one approach for including this information
in IR tasks, namely for query term weighting.

5. SCORING MODEL
Our novel scoring model for term weighting is based on

syntactic analysis of the document text (e.g. the question’s
title in our experiments), taking into account the POS tag
and the syntactic role of each occurrence of the query terms
within the document. The scoring formula integrates the
syntactic information associated with the occurring query
terms together with statistical-based measures of the sim-
ilarity between the document and the query. The relative
weight of each component in the scoring formula is deter-
mined using a learning to rank (LTR) method based on
click-through data.

Feature Formulation

L1
∑

qi∈q∩d c(qi, d)

L2
∑

qi∈q∩d log(c(qi, d) + 1)

L3
∑

qi∈q∩d
c(qi,d)

|d|

L4
∑

qi∈q∩d log(
c(qi,d)

|d| + 1)

L5
∑

qi∈q∩d log(
|C|

df(qi)
)

L6
∑

qi∈q∩d log(log(
|C|

df(qi)
))

L7
∑

qi∈q∩d log(
|C|

c(qi,C)
+ 1)

L8
∑

qi∈q∩d log(
c(qi,d)

|d| log(
|C|

df(qi)
) + 1)

L9
∑

qi∈q∩d c(qi, d)log(
|C|

df(qi)
)

L10
∑

qi∈q∩d log(
c(qi,d)

|d|
|C|

c(qi,C)
+ 1)

H1 BM25 score
H2 log(BM25 score)
H3 LMIR (with Dirichlet smoothing) score

Table 4: LETOR features: c(t,X) is the term fre-
quency of t in X; df(t) is the document frequency of
t; |X| is the total number of terms in X.

It is important to note that once LTR training phase is
completed, the term features required by our term weighting
model are computed only once at indexing time, including
any required syntactic analysis. Therefore, at retrieval time,
these term features are efficiently utilized like any other sta-
tistical features stored in the index per document term oc-
currence.

In the following we detail the scoring features used by the
scoring formula and the learning method applied for training
the model.

5.1 Feature Extraction
The input to our scoring formula is a query document pair

(q, d). We next detail the three types of features induced as
(q, d) representation. In the first type of features we include
the common statistical-based features. Then, we describe
our two novel feature types, which are derived from the syn-
tactic analysis of the document text, namely the POS tags
and the dependency parse tree of this text.

5.1.1 Statistical-based features
We extract the common statistical-based similarity fea-

tures in the learning-to-rank (LTR) literature, as detailed
in [25]. Specifically, we extract features L1-L10 and H1-
H3, but we do not extract any hyperlink features, which
are not available under our experimental framework. Ta-
ble 4 summarizes these features. We note that H1 is the
known BM252 score [32] of the document as calculated by
the search engine for a given query . We use it both as
one of the features, as well as one of the baseline scorers
to compare with in the experiments described in Section 6.
H3 is the language modeling score of the document for the
query based on the query likelihood score derived from the
document language model with Dirichlet smoothing.

5.1.2 Part-of-Speech features
We derive our first novel feature type from POS tags. To

this end, we parse the title of each CQA document using the

2We used the BM25 implementation provided by Apache
Lucene (http://lucene.apache.org), using default parameter
setting (k1 = 1.2, b = 0.75).



Stanford parser. For each word, a tag is assigned out of the
42 POS tags in the Penn tagset. We maintain two features
for each tag in this set:

POSbin(q,d,p): Given a POS tag p, this feature counts the
number of occurrences of query terms in the document
title that are tagged with p by the POS tagger:

POSbin(q, d, p) =
∑
t∈q

∑
ot∈Occ(t,d.T )

δ(POS(ot) = p)

where q is the query, d is the document, Occ(t, d.T ) is
the list of occurrences of term t in the document title
d.T , POS(ot) is the POS tag of term t in occurrence
ot, and δ() is the indicator function.

POSidf (q,d,p): The second feature sums the idf values of
the query terms, while traversing over all occurrences
of the query terms tagged with p in the document title:

POSidf (q, d, p) =∑
t∈q

∑
ot∈Occ(t,d.T )

idf(t) · δ(POS(ot) = p)

where idf(t) = log(N/Nt) stands for the term’s inverse
document frequency; N is the number of documents
in the collection and Nt is the number of documents
containing the term t.

We chose these two variations since the POSidf feature
considers the rareness of a term, as reflected by its idf, in
addition to its POS tag, while the POSbin feature is more
coarse. Our experiments showed that both types of features
are useful for the ranking function.

Additionally, we also maintain features for coarse grained
POS tags (CPOS). We used the two-letter tag method pro-
posed by Collins et al. [11] to integrate a family of POS
tags to a CPOS. For example, the CPOS tag NN inte-
grates all noun tags without distinguishing between singu-
lar/plural and common/proper nouns (i.e., NN, NNS, NNP,
NNPS). Following this schema, the original 42 POS tags are
reduced to 23 CPOS tags. Similarly to the features induced
from POS tags, for each CPOS tag cp we maintain two fea-
tures; a binary feature and an idf-based feature, denoted
CPOSbin(q, d, cp) and CPOSidf (q, d, cp) respectively. The
POS features capture subtleties that the CPOS features ig-
nore, yet the CPOS features are more robust to tagger errors
and provide some generalization. Our experiments showed
that both types of features are useful for the scoring func-
tion.

5.1.3 Syntactic role features
Features of our second novel type are derived from the

syntactic role of the query terms within the document title,
or more specifically, the dependency relationship type of the
term’s incoming edge in the dependency parse tree. Looking
at Figure 1, for example, the syntactic role of the word fresh
is adjectival modifier while the syntactic role of almonds is
direct object.

There are 48 possible syntactic roles when using the Stan-
ford parser. As with the POS features, we maintain two
features for each syntactic role sr, one with a binary value
and one with idf value:

DPbin(q, d, sr) =
∑
t∈q

∑
ot∈Occ(t,d.T )

δ(Role(ot) = sr)

DPidf (q, d, sr) =
∑
t∈q

∑
ot∈Occ(t,d.T )

idf(t) · δ(Role(ot) = sr)

where Role(ot) is the syntactic role of term t in occurrence
ot. As in the case of POS features, DPbin(q, d, sr) counts
the number of occurrences of the query terms in the docu-
ment title which have an sr role, according to the parser.
DPidf (q, d, sr) sums the idf values of the query terms, while
traversing over all occurrences of query terms tagged with
sr in the document title.

We note that for both POS features and syntactic role
features we tested if normalizing by the title’s length would
affect the performance of the above features. We found that
title normalization did not improve performance and there-
fore we skip these results in our experiments.

5.2 Model Weight Learning
We experimented with three state-of-the-art LTR algo-

rithms in order to determine the final scoring formula: Lamb-
daRank [7, 15], ListMLE [39] and SVMRank [10]. For Lamb-
daRank, we experimented both with optimizing NDCG and
MRR. Additionally, for LambdaRank and ListMLE we tested
both an underlying linear regressor and a two-layer neural
network. We used AdaGrad [17] in all these gradient-based
schemes. For SVMRank, we implemented an online variant,
which we further detail below.

Our training dataset consists of a random sample of 57,000
queries out of the queries in our dataset (see Section 3).
We maintain for each query the Yahoo Answers document
it landed on as a query/document pair. As the CQA col-
lection on which the search task is performed, we use the
54 million Yahoo Answers documents in our dataset, in-
dexed by Lucene. Additionally, a small held-out validation
set of 5,000 query/document pairs was sampled, on which
the hyper-parameters of the learning procedures were opti-
mized.

In our experiments, the best performing algorithm was
the online SVMRank. It outperformed the other algorithms
consistently over all our test sets, and therefore in the next
sections we report results only for this algorithm.

5.2.1 Online SVMRank
Our online variant of SVMRank searches for a linear weight

vector that should rank the clicked document for each train-
ing query higher than other top scored documents for this
query.

The training algorithm begins with a zero weight vector
and updates it for each example using the AROW online
learning procedure [12], which showed comparable perfor-
mance to SVM. Specifically, for each query example our al-
gorithm first reranks the top 100 documents retrieved by
Lucene using the currently learned ranker. Then, it selects
document pairs consisting of the clicked document feature
vector vc and the feature vector vd of each of the top K
ranking documents. Following the original SVMRank algo-
rithm, for each pair the algorithm generates the difference
vector vc − vd as a training example for the linear ranker.

The optimized parameters for this algorithm, based on the
validation set, are: 12 training rounds, K set to 5, AROW
hyper-parameter r set to 1000. Additionally, for the lan-
guage model feature H3 in Table 4, the Dirichlet smoothing
hyper-parameter was set to 10.



6. EXPERIMENTAL SETUP

6.1 Ranking Models
In order to measure the impact incurred by the different

feature types, we evaluated several re-ranking models using
different combination of features.

baseline: Our baseline ranking model is the BM25 scoring
function as provided by Lucene.

letor: Adds the other 12 LETOR features to the baseline
score (see Table 4).

pos: Adds to the baseline score the entire family of POS re-
lated features for the question’s title (see Section 5.1.2).
This feature family consists of 130 features.

dp: Adds to the baseline score the family of dependency
relationship features for the question’s title (see Sec-
tion 5.1.3). This feature family consists of 96 features.

pos+dp: Adds to the baseline score all the syntactic fea-
tures, i.e. both the POS and the dependency relation-
ship features.

all: Adds to the baseline score all the syntactic features and
LETOR features.

For every combination of features we trained a separate
ranking model using SVMRank, based on the training dataset
described in Section 5. We evaluated the different mod-
els under two test sets: the first is based on a large-scale
clicked-data and the second is based on manual judgments,
as detailed below.

6.2 Automatic Evaluation
We conducted a large scale automatic evaluation by sam-

pling 100,000 query document pairs as a test set, conditioned
that each target document is found among the top 100 re-
sults retrieved for its landing query by the BM25 baseline
scoring function. Additionally, the queries in the test set
do not intersect with the queries in the training set, which
was used for learning the model parameters. We note that
since most of our queries in our dataset are long (6 words on
average, see Section 7.1.2), these are long tail queries and
therefore the chances of finding similar queries, in terms of
content, in the training and test sets is very slim.

For each query we retrieved the top 100 results from the
collection using Lucene with the BM25 scoring function.
We consider this ranked list of results as our baseline. We
then re-ranked the list using each of the tested combinations
of the syntactical and statistical features.

6.3 Manual Evaluation
For manual evaluation, we randomly sampled 1,000 queries

from our dataset described in Section 3. The queries in the
test set do not intersect with the queries in the training
set used for learning the weight models. Since clickthrough
queries of length 1-2 are scarce in CQA and syntactic fea-
tures are of no interest in such short queries (see the analysis
in Section 7.1.2), we only sampled queries of length 3 words
and above in this test-set.

For each query we collected a pool of 15 documents, con-
structed from the results retrieved for the query by a vari-
ety of ranking methods from our collection. Then, profes-
sional editors assessed the relevance of each result in the pool

Model MRR R@1 R@3 R@5 R@10

baseline 0.484 0.360 0.541 0.622 0.726
letor 0.507 0.376 0.572 0.657 0.763
dp 0.496 0.365 0.560 0.645 0.753
pos 0.501 0.371 0.565 0.650 0.758
pos+dp 0.500 0.369 0.565 0.652 0.760
all 0.513 0.381 0.582 0.666 0.773

Table 5: Results for the automatic evaluation. All
differences are statistically significant with p < 0.001.

on five Likert-scale levels, from non-relevant (1) to highly-
relevant (5). We note that the ranking methods we used for
collecting the pool of results do not consider the syntactic
features proposed in this work.

Next, we used the manually judged dataset to evaluate
the proposed re-ranking scheme. As for the automatic eval-
uation, for each query we retrieved the top 100 results from
the collection using Lucene with the BM25 scoring func-
tion. Then, we re-ranked the list of results using the differ-
ent tested models.

7. RESULTS
We next present the results on the different test-sets and

provide additional analysis and insights for the usage of syn-
tactic analysis for term re-weighting.

7.1 Automatic Evaluation
For the automatic test-set, we evaluated the quality of the

retrieved results of the various ranking models using MRR
and Binary-Recall R@k (the relative number of queries with
P@K > 0) [5]. Table 5 presents the results of the automatic
evaluation. We note that all differences between models are
statistically significant with p < 0.001.

Looking at the table, we first see that LETOR features
within a LTR framework improve over the basic Lucene
BM25 ranking function. This is well known for general Web
queries and medical queries [25, 15, 39], but, to the best of
our knowledge, was not shown for CQA-related queries be-
fore. In our testset, the improvement of incorporating the
LETOR statistical features is 4.8% for MRR, and for R@K
ranges from 4.4% (R@1) and up to 5.7% (R@3).

If instead of statistical features we take the syntactic fea-
tures as input to LTR, we still gain an improvement over the
baseline BM25 score, but it does not reach that of the statis-
tical features. For example, MRR is increased by 3.5% with
pos and by 2.5% with dp. Similar results are shown for R@K,
e.g. R@3 is increased by 4.4% with pos and by 3.5% with
dp. In this experiment, it seems that part-of-speech tags
provide more useful information for ranking than syntactic
roles, thereby achieving higher results in all ranking mea-
sures. In addition, their combination does not provide any
additional gain. This result may indicate that Web searchers
click on a CQA page mainly because of the appearance of
query words in the title, with the intended part-of-speech
tags, while not thoroughly verifying their intended syntactic
roles.

The main hypothesis of this paper is that syntactic fea-
tures derived from categorical and syntactical roles of words
in the text help retrieval over CQA collections. So far, we
showed that while such features convey additional informa-
tion compared to the baseline, better performance can be
achieved using statistical signals instead. It is thus the com-



Feature Name Relative Importance

nouns 14.4
verbs 7.0
WH-adverbs 6.2
adjectives 3.8
pronouns 3.1
prepositions 3.1
WH-pronouns 1.9
modals 1.3
determiners 0.8
adverbs 0.7

Table 6: Relative importance of top features in the
pos ranking method (out of 22 features)

bination of syntactic and statistical features that is most
interesting: is some information about the word’s relative
importance only captured by syntactic features and not by
statistical features? Looking at our full all model, we see
that indeed, syntactic analysis of words provides some com-
plementary information to that of occurrence-based statis-
tics. This model consistently improves over all other mod-
els, including letor. For example, the improvement in MRR
compared to the baseline is 6%, a relative increase of 25%
compared to the improvement achieved using only statisti-
cal features. The improvement gap is even larger at the top
results. Looking at R@1 and R@3, the improvement com-
pared to the baseline is 5.8% and 7.8% respectively, a relative
increase of 33% and 30% compared to the letor model.

We illustrate the improvement effect of considering the
POS and syntactic roles information with two examples from
our evaluation set. In the first example, the query is “amer-
ican pie like”. The baseline model ranked “Is college life
really like in american pie?” higher than the clicked ques-
tion “Who else here doesn’t like american pie?”. Yet, in the
first question the term ‘like’ functions as a preposition, while
in the second question it functions as a verb. Our model
gives higher weight to verbs than to prepositions (see Sec-
tion 7.1.1) and therefore ranked the clicked question higher.

In our second example, the query is “does mass change”.
The baseline model ranked “How does density change ac-
cording to changes in the mass?” higher than the clicked
question “Does the mass of an object change as the distance
from center of gravity?”. In both titles the term ‘mass’ is
a noun. Yet, the syntactic role of the term ‘mass’ in the
first title is object of preposition, while in the second title it
is the subject of the sentence. As our model gives the sub-
ject role higher weight than to the object of preposition (see
Section 7.1.1), it swaps the ranking order between the two.

7.1.1 Feature Analysis
We next analyze the behavior of the models that were

learned. We start with inspecting the importance of the
various features in these models. The top features and their
relative importance in the pos and dp models3 are presented
in Tables 6 and 7 respectively. Looking at POS features, we
see that, as expected, nouns, verbs and adjectives, which are
the main content indicators, are at the top. Interestingly,
joining them as the third most important feature is the part-
of-speech WH-adverbs, which stands for WH words such as

3We analyze the pos and dp models and not the combined
model all, since the weights of features with overlapping in-
formation, as is the case of part-of-speech tags and syntactic
roles, are not easily interpreted.

Feature Name relative importance

noun as subject 5.4
direct object 4.9
object of preposition 4.1
adverb as modifier 4.1
auxiliary verb 3.3
adjective as modifier 3.1
preposition 3.1
noun as modifier 2.6
possessive 2.3
determiner 0.9

Table 7: Relative importance of top features in the
dp ranking method (out of 48 features)

‘how ’, ‘why ’ and ‘where’. These words capture part of the
question type, and when specified in the query as well, they
are important disambiguators with respect to the type of
information requested for entities, events, processes etc. The
rest of the features have relatively low weight and indicate
word families that do not appear in queries. These are stop
words, such as determiners and modals. Yet, some POS
tags, such as adverbs, may also refer to infrequent words,
such as ‘arcanely ’ and ‘calculatedly ’, which would receive
high weights under frequency-based term weighting.

Looking at prominent dependency features (Table 7), we
see at the top noun syntactic roles, which typically appear
more in corresponding queries. These include frequent types,
such as subject, direct object and object of preposition. Yet,
modifiers are also ranked high, including nouns and adjec-
tives, as expected based on our analysis in Section 4. On
the other hand, frequent types that do not convey impor-
tant information, e.g. determiners, and thus typically do
not appear in a query, received low weights. Most notably
of these types is the sentence root, which is not in the top
10 features. This is quite surprising, since the sentence root
usually refers to the main predicate. It can be explained
by the fact that rather empty main predicates are quite fre-
quent in CQA questions, such as ‘get ’ in “where can I get
good ski boots?” or ‘think ’ in “do you think that Michael
Jackson is the best singer ever?”.

Using the feature analysis we can also exemplify the com-
plementing information between POS tags and syntactic
roles. On one side, POS tags refer to all nouns as one cate-
gory, while noun occurrences are separated into several syn-
tactic roles. On the other side, the syntactic role adverb as
modifier refers to two POS tags, WH-adverbs and adverbs,
which have significantly different expectancy to appear in a
related query, as discussed above.

7.1.2 Query Length Analysis
We further measured the change in performance of the

best performing models compared to the baseline with re-
spect to different query lengths. The number of queries of
each length in our test set is summarized in Fig. 2, and the
MRR results are summarized in Fig. 3.

Fig. 3 draws a clear picture, in which the longer the query
is, the more effective syntactic analysis is for document rank-
ing. For short queries, with one, two and even three terms,
syntactic analysis does not help to improve the ranking qual-
ity. This result echoes the common knowledge in IR for the
inadequacy of NLP for Web queries, since short queries typi-
cally refer to one noun, an entity or a reference mention (e.g.
“David Bowie” and “Pluto”). In such queries no complex re-



Model NDCG MAP P@1 P@3 P@5 P@10 R@1 R@3 R@5 R@10

baseline 0.447 0.270 0.235 0.142 0.108 0.071 0.235 0.356 0.408 0.458
letor 0.454 0.281 0.246 0.144 0.112 0.071 0.246 0.362 0.418 0.469
dp 0.456 0.281 0.249 0.149 0.113 0.072 0.249 0.372 0.420 0.471
pos 0.457 0.282 0.250 0.148 0.115 0.071 0.250 0.370 0.421 0.471
pos+dp 0.459 0.286 0.251 0.150 0.116 0.072 0.251 0.378 0.428 0.474
all 0.460 0.288 0.260 0.150 0.112 0.070 0.260 0.374 0.422 0.466

Table 8: Results for the manual evaluation

Figure 2: % of CQA-related Web queries of each
length in the test set. Label ‘10+’ refers to queries
of length 10 and above.

Figure 3: MRR scores of various models, broken
down by query lengths. Label ‘2-’ refers to queries
of length 1 and 2. Label ‘10+’ refers to queries of
length 10 and above.

lations between words is expressed, and relevant documents
are ones that include the entity or reference in different syn-
tactic roles with no specific preference. However, as shown
in Fig. 2, such short queries are rather infrequent in CQA
retrieval.

The situation is reversed for queries with 4 terms or more,
which are frequent in Web search that relates to CQA col-
lections (about 70% of the sampled queries are of length 5
or more). Such queries require relevant documents to re-
flect a more complex relationship between the query terms,
and here syntactic analysis helps in identifying the more
likely roles and categories that are dimmed relevant. Specif-
ically, for queries of length 6 and above there is a consistent
improvement of 2% in MRR score when adding syntactic
features on top of LETOR features. This improvement is
statistically significant at p < 0.001.

7.2 Manual Evaluation
Under the manual evaluation setting, where gold standard

annotations are provided, we evaluated the performance of
each tested ranking model using Mean Average Precision

(MAP), NDCG, Precision and Binary-Recall at k (P@k,
R@k) [5]. The results of the manual experiment are sum-
marized in Table 8.

Looking at the table, we see the usefulness of the syntactic
features in this test-set. While the letor model improves over
the baseline, it trails behind any model that takes syntac-
tic features into account. For example, NDCG improves by
1.6% with the letor model, compared to 2.7% with syntactic
features (pos+dp). Similarly, MAP is increased by 4% com-
pared to 5.9% for the letor and pos+dp models respectively.
Surprisingly, in this experiment combining all features to-
gether (all model) has no conclusive improvement over just
taking a syntactic features. We note that the differences be-
tween all and letor in all measures and between pos+dp and
letor in {R,P}@3 are statistically significant at p < 0.05.

One reason for this difference in model behavior compared
to the automatic evaluation may be that in the automatic
evaluation, clicked documents were sought. These are doc-
uments that were most likely shown to web-searchers as
part of the top ten results for the issued queries. If we as-
sume that search engines utilize mainly statistical features in
their ranking function, then the retrieved results, from which
users chose what to click on, introduce a bias towards statis-
tical features. It is therefore encouraging that incorporating
syntactic features contribute to a significant improvement in
performance even with this bias. In our manual evaluation,
on the other hand, all top results retrieved by the different
models were evaluated, therefore reducing this bias.

An open question which our work does not deal with is
how the level of title quality affects the effectiveness of our
ranking approach. We can reasonably argue that since the
title of a CQA page is in fact the focus of all page con-
tent in most cases, its deep analysis is extremely important
for search over CQA data. Whether other domains with
high quality focused titles (e.g. news), or in contrast do-
mains with low quality titles, can similarly benefit from term
weighting using syntactic analysis, is an interesting direction
for further research.

8. CONCLUSIONS
In this paper we study how term weighting may benefit

from syntactic analysis of the documents. Taking as a test-
case the task of Web search over Community-based Ques-
tion Answering collections, we showed that syntactic analy-
sis, such as part-of-speech tagging and dependency parsing,
complement statistical-based methods for term weighting.
In a large scale analysis over pairs of queries and clicked
CQA pages, we showed significant differences, sometimes
quite surprising, between the chances of page title terms
to appear in the corresponding query given their part-of-
speech tag or their syntactic role in a dependency parse
tree. Following this analysis, we proposed a novel term
weighting model that incorporates both statistical informa-



tion and syntactic information of the term, learning the rel-
ative importance of each signal using LTR on a collection of
queries/clicked-pages pairs. We conducted a manual evalu-
ation and a large-scale automatic evaluation to test our hy-
pothesis, and the results of both experiments indicate that
term weighting with syntactic information significantly im-
proves retrieval quality.

We see this work as a first step towards showing the benefit
of syntactic analysis for advanced term weighting techniques.
In future work, we would like to investigate the effect of our
term weighting approach in domains different than CQA,
such as news and blogs. In addition, we would like to develop
syntactic analysis techniques that are specific for queries in
order to see if they could provide additional leverage for
IR. Finally, we are interested in testing the contribution of
semantic analysis, such as semantic role labeling, for the
task of term weighting.
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